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Abstract

Duplicate and false identity records are quite common in identity management systems due to unintentional errors or
intentional deceptions. Identity resolution is to uncover identity records that are co-referent to the same real-world
individual. In this paper we introduce a framework of identity resolution that covers different identity attributes and
matching algorithms. Guided by social identity theories, we define three types of identity cues, namely personal
identity attributes, social behavior attributes, and social relationship attributes. We also compare three matching
algorithms: pair-wise comparison, transitive closure, and collective clustering. Our experiments using synthetic and
real-world data demonstrate the importance of social behavior and relationship attributes for identity resolution. In
particular, a collective identity resolution technique, which captures all three types of identity attributes and makes
matching decisions on identities collectively, is shown to achieve the best performance among all approaches.
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Introduction
The world is moving away from paper-based documents
to electronic records. Due to the ease of generating iden-
tity records and lack of sufficient verification or valid-
ation during data entry processes, duplicate and false
identity records become quite common in electronic sys-
tems. In many practices of identity management, espe-
cially those that require integrating multiple data
sources, it is often inevitable and tedious to deal with
the problem of identity duplication. Particularly, finding
an effective solution to this problem is extremely critical
in fighting crime and terrorism to enforce national se-
curity. Criminals and terrorists often assume fake iden-
tities using either fraudulent or legitimate means so as
to hide their true identity. In a number of cases docu-
mented by government reports, terrorists in different
countries are known to commit identity crimes, such as
falsifying passports and baptismal certificates, to facili-
tate their financial operations and execution of attacks,
either in the real world or in the cyber space [1, 2]. The
problem of an individual having multiple identities
can easily mislead intelligence and law enforcement
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investigators [3]. Therefore, to determine whether an
individual is who they claim to be is essential in the
mission of counterterrorism to identify potential ter-
rorists and prevent terrorism acts from occurring [4].

Identity resolution is a process of semantic reconcili-
ation that determines whether a single identity is the
same when being described differently [5]. The goal of
resolution is to detect duplicate identity records that
refer to the same individual in the real world. Over the
years, researchers in the areas of database and statistics
have proposed many different techniques to tackle this
problem. Traditional resolution techniques rely on key
attributes such as identification numbers, names and
date-of-birth to detect matches. These attributes are
commonly used for they are simple describers of an in-
dividual and often available in most record management
systems [6, 7]. However, such personal identity attributes
also vary in terms of availability and reliability across dif-
ferent systems. These attributes are not always accurate
due to various reasons such as unintentional entry errors
and intentional deception [6]. In the context of cyberse-
cruity, it is much easier and more common for criminals
to fake identities to cover their traces. In order to im-
prove resolution accuracy, several recently proposed
resolution techniques have taken into account social
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contextual information, in addition to traditionally used
descriptive identity attributes, as new evidence for iden-
tity matching [5, 8, 9]. Social contextual information,
such as employment history, credit history and friend-
ship networks, has shown to be effective in identity reso-
lution because it is very difficult to be manipulated [10].

A review of related work leads us to believe that, al-
though a variety of identity resolution techniques have
been developed, there is not a comprehensive framework
that covers various types of identity attributes and
matching algorithms. This leads to the main goal of our
study. In this paper, we provide an overview of various
identity attributes that are useful to computational iden-
tity resolution. We develop an identity resolution frame-
work that comprehensively considers both profile-based
personal identity attributes and social identity attributes,
especially with a focus on the latter. Our framework also
considers different computational algorithms for match-
ing identities, ranging from simple pairwise matching to
collective clustering. Compared to existing identity reso-
lution research, our proposed framework has the follow-
ing advantages. First, the framework is generic and
applicable to most record management system without
introducing an overhaul in the database schema. Second,
the integration of both personal and social attributes
provides complementary and convincing evidence for
identity resolution. Third, the collective resolution tech-
nique makes joint decisions on matching identities and
therefore leads to more accurate results.

The remainder of the paper is organized as follows.
We first review identity theories and existing resolution
techniques. Next, we introduce our proposed identity
resolution framework including several matching tech-
niques based on various attributes and algorithms. We
report a comparative study of several resolution tech-
niques in the framework using a synthetic dataset and a
real-world dataset. Finally, we conclude the paper with a
summary and a discussion on future research directions.

Literature review
In this section, we review existing identity resolution ap-
proaches, with a focus on the identity attributes and
matching techniques adopted.

Entity resolution and identity resolution
Identity resolution is a special type of entity reso-
lution that specializes in identity management. Entity
resolution is also known as record linkage and dedu-
plication in the areas of statistics and database man-
agement. Record linkage, originated in the statistics
community, is used to identify those records in one or
multiple datasets that refer to the same real-world en-
tity [11]. The very same task is often called and stud-
ied as record deduplication in database and artificial
intelligence communities [12–14]. Given a number of
records that are comprised of multiple fields, these
techniques determine whether two records match by
comparing the values in corresponding fields. A good
survey on individual field matching models for record
deduplication can be found in [15].

Entity resolution techniques can be extended to differ-
ent contexts, e.g., identity resolution in identity manage-
ment. However, as a special type of entity resolution,
identity resolution can be very complex due to the spe-
cial data characteristics of identity records. First, identity
resolution, especially in the intelligence and law enforce-
ment communities, often suffers greatly from the miss-
ing data problem [7]. Missing values, if present in many
fields of a record, can present a big challenge for identity
resolution techniques. Second, identity resolution needs
to handle not only duplicates caused by entry errors or
data ambiguities but also intentional identity fraud and
deception, which tend to be hidden and concealed.
Third, identity resolution techniques may need to be ad-
justable to different evaluation criteria. For instance,
false positives may be less tolerable than false negatives
for identity authentication that grants access to a critical
facility. In contrast, a high false positive rate may not be
a big concern when a detective searches for records
related to a crime suspect with limited information.
Therefore, accurate identity resolution requires a careful
design that considers the special characteristics of iden-
tity records.

Identity attributes
Based on the identity theories from the social science lit-
erature, an individual’s identity is considered to have two
basic components, namely a personal identity and a so-
cial identity. A personal identity is one’s self-perception
as an individual, whereas a social identity is one’s bio-
graphical history that builds up over time [16]. In par-
ticular, one’s personal identity may include personal
information given at birth (e.g., name, date and place of
birth), personal identifiers (e.g., social security number),
physical descriptions (e.g., height, weight), and biometric
information (e.g., fingerprint, DNA). In contrast, a social
identity is concerned with one’s existence in a social
context. Social identity theories consist of psychological
and sociological views. The psychological view defines a
social identity as one’s self-perception as a member of cer-
tain social groups such as nation, culture, gender identifi-
cation, and employment [17, 18]. The sociological view
focuses on “the relationships between social actors who
perform mutually complementary roles (e.g., employer-
employee, doctor-patient)” [19]. While psychological view
deals with large-scale groups, the sociological view em-
phasizes the role-based interpersonal relationships among
people [20]. These two views combined together provide a
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more complete concept for understanding a social identity
at levels of social context.

Traditional identity resolution methods primarily rely
on personal identity attributes such as name, gender,
date of birth, and identification numbers mostly because
they are commonly available as identifiers in record
management systems. These attributes, however, may
suffer from data quality problems such as uninten-
tional errors [21], intentional deception [6], and miss-
ing data [7]. Biometric features such as fingerprints
and DNA also belong to the category of personal at-
tributes. Although they are considered as more reli-
able, they are not available or accessible due to issues
such as high costs and confidentiality in most sys-
tems. A study conducted by the United Kingdom
Home office [22] suggests that identity crimes usually
involve the illegal use or alteration of those personal
identity components. The low data quality in fact-
based personal attributes can severely jeopardize the
performance of identity resolution [7].

Individuals are not isolated but interconnected to each
another in a society. The social context associated with
an individual can be clues that reveal his or her undeni-
able identity. Recognizing the limitations of personal at-
tributes, many recent studies have started exploiting
social context information such as social behaviors
and relationships for identity resolution. For example,
Ananthakrishna et al. [23] introduced a method that
eliminates duplicates in data warehouses using a dimen-
sional hierarchy (e.g., city-state-country) over the link rela-
tions. This method scales up the ability of the matching
technique by only comparing attribute values that have
the same foreign key dependency. For example, the simi-
larity of two identity records will be computed only when
they both live in the same city. Kalashnikov et al. [24] in-
corporated co-affiliation and co-authorship relationships
into an resolution model for reference disambiguation.
Köpcke and Rahm [25] categorized entity resolution
approaches into attribute value matchers and context
matchers. While value matchers solely rely on descriptive
attributes, context matchers consider information inferred
from social interactions represented as linkages in a
graph.

Resolution techniques
We can categorize existing resolution techniques into
rule-based and machine learning approaches. There have
been several rule-based identity resolution approaches
based on matching rules encoded by domain experts.
For instance, to integrate cross-jurisdictional criminal
records, a simple rule can be: two identity records match
only if their first name, last name, and date-of-birth
(DOB) values are all identical [26]. Such exact-match
heuristics tend to have high specificity but low sensitivity
in detecting true matches, especially when data quality
problems such as missing values, entry errors and de-
ceptions are present. Hence, a good resolution technique
must support partial-match as well to reduce false nega-
tives. IBM’s InfoSphere Identity Insight is a leading com-
mercial software platform for entity resolution and
analysis. It provides an identity analytics solution with a
set of rules predefined by human experts as well as so-
phisticated algorithms. For example, given two identity
records with identical dates of birth and last names, the
system will resolve them into one if the matching score
of their first names is above a threshold. The most
critical asset and the biggest challenge of a rule-based
system is the creation of the rule set. Creating a com-
pressive rule sets can be highly time-consuming and ex-
pensive. Furthermore, rules could be domain-dependent
and not portable across different contexts.

As an alternative to manual rule coding, machine
learning can automatically extract patterns from anno-
tated training data with annotated matching pairs and
build resolution models for new identity records. Given
a pair of identity records, distance/similarity measures
are defined for different descriptive attributes and then
combined into an overall score. If the overall distance
(or similarity) score is below (or above) a pre-defined
threshold, then the pair should be regarded as a match.
Brown and Hagen [27] proposed a data association
method for linking criminal records that possibly refer
to the same suspect. This method compares two records
and calculates a total similarity measure as a weighted-
sum of the similarity measures of all corresponding fea-
ture values. Similarly, Wang et al. [6] proposed a record
linkage algorithm for detecting deceptive identities by
comparing four personal attributes (name, DOB, social
security number, and address) and combining them into
an overall similarity score. A supervised learning process
determines a threshold for match decisions using a set
of identity pairs labeled by an expert. However, these
methods based on a limited number of descriptive attri-
butes tend to fail if one or more of these attributes con-
tains missing values [7]. Rather than simply labeling an
identity pair as match or non-match, probabilistic
methods for identity resolution root in the seminal work
of [11]. By posing record linkage as a probabilistic classi-
fication problem, they propose a formal framework to
predict the likelihood of matching identity pairs based
on the agreement among attributes. Assuming condi-
tional independence among features given the match
class, the framework estimates the probabilistic parame-
ters of the record linkage model in an unsupervised
fashion. Built upon this work, many later studies follow
and extend this framework by enriching the probabilis-
tic model [7, 28–30]. These studies have shown that
the probabilistic models achieve good performance for
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identity matching. However, the parameters of the prob-
abilistic models may not be accurately estimated in the
absence of sufficient training data [31].

More machine learning based techniques have been
proposed for the more general problem of entity reso-
lution. Culotta and McCallum [32] constructed a condi-
tional random field model (CRF) for record deduplication
that captures inter-dependencies between different types
of entities. This method, however, fails to model the expli-
cit links among the same type of entities. Pasula et al. [9]
proposed a citation matching approach based on probabil-
istic relational model (PRM), which is built upon depen-
dences among entities in a relational database schema
through foreign key relationships. Li et al. [3] developed a
systematic approach to deriving social behavior and social
relationship features for identity matching based on a
database schema and PRMs. This approach can be used as
a plug-and-play solution for most relational database-
based record management systems. For less structured
collections of record data (e.g., criminal reports, news arti-
cles), a lot of efforts for information extraction and trans-
formation will be needed. Bhattacharya and Getoor [33]
proposed a graph-based method for entity resolution. It
defines a similarity measure that combines corre-
sponding attribute similarities with graph-based rela-
tional similarity between each entity reference pair.
Furthermore, Bhattacharya and Getoor [8] extended
their relational resolution approach and introduced a
collective entity resolution algorithm. Rather than
simply making pair-wise entity comparisons, their
method can derive new social information from deci-
sions already made and incorporate it into further
resolution process iteratively. More recently, in order
to tackle the problem of one individual having several
profiles on different social media platforms (e.g., Face-
book and Twitter), researchers have developed tech-
niques for matching user profiles. Bartunov et al. [34]
developed a CRF-based approach that combines two
user graphs using both user profile attributes and so-
cial linkages. All these studies have demonstrated
that social information, when incorporated in match-
ing algorithms, can improve the performance for
identity resolution.

Research gap
According to our literature review, many researchers
have recognized the limitations of traditional identity
resolution techniques that solely rely on personal iden-
tity attributes such as name and DOB. Although these
profile-based identity attributes are available in most
record management systems, they are subject to data
entry errors, deception, and fraud [6]. Hence, tech-
niques based on such attributes would fail drastically in
recognizing the unconventional truth like the synonym
between Osama bin Laden and The Prince [35]. Several
recent studies have demonstrated the benefits of util-
izing social contextual information in identity reso-
lution [3, 36]. However, most studies lack the guidance
of identity theories to construct and examine different
types of social attributes for identity resolution. Identity
theories suggest that personal and social identity may
complement each other for the purpose of identity
resolution. The social aspect of identity reflects one’s
psychological and sociological perception of his/her
own identity. Social identity attributes might be more
reliable than personal profiles in that they cannot be
easily altered or falsified by an individual. Furthermore,
existing resolution techniques mainly employ pair-wise
comparison [6, 27, 37, 38] when finding matching iden-
tity records. Entity resolution studies have shown that
resolution accuracy can improve significantly if match-
ing of related identity references are performed in a col-
lective fashion [8]. The effectiveness of a collective
approach in the context of identity resolution is yet to
be examined. Built upon our previous work in [39], this
study is to develop a comprehensive identity resolution
framework by examining a variety of identity attributes
and evaluating different matching strategies.

A framework of identity resolution
In this study, we aim to contribute to the field of identity
resolution from the following three aspects:

� Developing a comprehensive framework of identity
resolution that covers both the usage of identity
attributes and matching algorithms;

� Examining the predictive powers of personal identity
attributes and social identity features for resolution;
and

� Evaluating different matching algorithms for identity
resolution.

Problem definition
We define the identity resolution problem as follows.
Given a set of identity references, R = {ri}, where each
reference r is described by a set of attributes r.A1, r.A2, …,
r.Al. These references correspond to a set of unknown in-
dividual E = {ei}. Due to certain reasons (e.g., entry errors,
duplicates or deceptions), multiple references may be co-
referent to the same underlying individual e. We use r.E to
refer to the individual to which reference r refers to. Each
reference r may have participated in some incident(s) (e.g.,
a financial transaction, a criminal misconduct, a terrorist
attack) and each incident may involve one or multiple ref-
erences. We use a set of hyper-edges H = {hi} to repre-
sent all incidents. Each incident is a hyper-edge that
connects multiple references. Each hyper-edge h can
also be described by a set of attributes h.B1, h.B2, …,
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h.Bm. We use h.R to denote the set of references in-
volved in h. We use r.H to denote the set of hyper-
edges in which r participates. In addition, the partici-
pation of r in h can be described by a set of attri-
butes r.h.C1, r.h.C2, …, r.h.Cn. The objective is to
uncover the hidden set of individuals E = {ei} and the
entity labels r.E for all references given the observa-
tions of the references and their involved hyper-edges.

Figure 1 illustrates the problem of identity reso-
lution in a graph of five reference nodes connected
by three hyper-edges. In this graph, two nodes (refer-
ences) r1 and r2 are in fact co-referent to the same
person; r4 and r5 are co-referent to another person.
Our goal is to uncover the underlying matches from
the graph. In addition to simply comparing the node-
level attributes of references, we should also consider
the attributes related to their involved incidents, rep-
resented by hyper-edges. For example, if h1 and h2

share some similar patterns (e.g., incident type, time
of day), or if r1 and r2 have similar patterns (e.g., role,
activeness) in their participation in h1 and h2 respect-
ively, these should be considered as supporting evi-
dence for r1 and r2 being co-referent to the same
individual. Furthermore, Moreover, the common
neighbor r3 shared by r1 and r2 can also indicate po-
tential linkage between the pair. Furthermore, once r1

and r2 are determined to be co-referent, the joining
of these two can bring in new contextual information
for inferring the matching relationship between other
identity references (e.g., r4 and r5). We will discuss
how to mathematically represent and compute such
Fig. 1 A graphic view of the identity resolution problem
evidence in the rest of Section “A framework of iden-
tity resolution”.

To solve this problem, we develop a framework of
identity resolution by considering two aspects: identity
attributes and matching algorithms. Identity attributes
are features that can be used to describe certain distinct-
ive characteristics of identity references. A matching
algorithm defines the computational procedure of
recovering the matching entities from the given set of
references. In this section we first define various types of
identity attributes that can be used in identity resolution.
We also discuss how we calculate the similarity for each
type of identity attributes. Lastly, we introduce several
matching algorithms that match identity references
based on attribute similarities.

Identity attributes
To determine whether two references are co-referent,
we need to compare their common attributes and calcu-
late corresponding similarity scores for these attributes.
Given our problem definition, we divide all identity attri-
butes into three categories and describe their similarity
measures as follows.

Personal identity attributes
Personal identity attributes are identifiers that are
commonly used in record management systems to
distinguish one person from others. In our problem
definition, each reference r is represented by a node
in the graph. Personal identity attributes are the
node-level attributes, r.A1, r.A2, …, r.Al, Examples
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include but not limited to name, date of birth, social
security number, and passport number. For an attri-
bute in text format, the similarity between two attri-
bute values can be calculated by edit distance
measures such as the Levenstein Distance [40]. For
an attribute in number or date format, absolute
difference or percentage difference can be used as
similarity measure. We use p to refer to resolution
approaches based on personal identity attributes
alone:

simp ri; rj
� � ¼ 1

l

Xl
k¼1

sim ri:Ak ; rj:Ak
� �

:

If the similarity score simp(ri, rj) is above a threshold,
references ri and rj are considered to be co-referent.
These approaches tend to perform well for references
with duplicates and typos, but are likely to have low re-
call for cases involving intentional deceptions.

Social behavior attributes
Based on social identity theories, we consider an in-
dividual’s behaviors in the society as reflections of
his/her underlying identity. Social behavior attributes
represent the common characteristics of the social
group(s) that one belongs to. They reflect the psy-
chological view of personal identity. Most identity
management systems contains information about inci-
dents (e.g., credit card transactions, crime miscon-
ducts) related to each individuals. In our problem
definition, each incident is denoted by a hyper-edge
in the graph. Therefore, we use incident-based behav-
ioral patterns to describe the characteristics of an in-
dividual. Each hyper-edge h is associated with a set of
attributes h.B1, h.B2, …, h.Bm (e.g., transaction day/
time/amount, crime type). In addition, the participa-
tion of r in h has a set of attributes r.h.C1, r.h.C2, …,
r.h.Cn (e.g., role, start/end time). Such attributes, cap-
turing information about how individual behave in
certain incidents, should also be considered as social
behavior attributes for identity resolution. It is worth
noting that this type of participating attributes was
not considered in previous work [8, 39], adding these
attributes has enriched the social behavior attributes
and made this a more comprehensive framework of
identity resolution. We denote the set of hyper-edges
involving reference r as r.H. Then, each hyper-edge
ri.h involving ri is compared with each hyper-edge
rj.h' of rj based on attributes {Bk} and {Ck}. The over-
all behavior similarity between ri and rj, simb(ri, rj), is
the average of similarity scores between each hyper-
edge pairs:
simb ri; rj
� � ¼ simb ri:H ; rj:H

� � ¼ 1

ri:Hj j � rj:H
�� ��X

h∈ri:H ;h0∈rj:H

simb ri:h; rj:h
0� �
;

where |r.H| denotes the number of hyper-edges involv-
ing r, and simb(ri.h, rj.h') is defined as the average simi-
larity score for each attribute of h.Bk and r.h.Ck:

simb ri:h;rj:h
0� � ¼ 1

2mn

n
Xm
k¼1

sim h:Bk ; h
0:Bkð Þ þm

Xn
k¼1

sim ri:h:Ck ; rj:h
0:Ck

� � !
:

Social relationship attributes
The sociological view is the other level of a social iden-
tity that concerns with social relationships of an individ-
ual. We can define social relationship attributes to
capture this aspect of social identities. If two references
ri and rj are both related to the same reference rk (e.g., ri
and rj co-occur with rk in different hyper-edges), this can
be regarded as evidence that these two references are
co-referent. We denote the neighborhood of a reference
r as Nbr(r). Then, the neighborhood similarity between
two references ri and rj, simn(ri, rj), can be defined as:

simn ri; rj
� � ¼ simn Nbr rið Þ;Nbr rj

� �� �
¼ simn ri:H ; rj:H

� �
:

To compute the neighborhood similarity between ref-
erences ri and rj, we define hyper-edge neighborhood
similarity simn(hi, hj) between two hyper-edges hi and hj
as a pair-wise match between their references.

Here, the relational similarity between two hyper-
edges hi and hj is computed as the maximum of the
similarity score between a reference r ∈ hi.R and a refer-
ence r' ∈ hj.R:

simn hi; hj
� � ¼ maxr∈hi:R;r0∈hj:R simp r; r0ð Þ� �

:

Furthermore, the neighborhood similarity between two
references ri and rj is defined as:

simn ri; rj
� � ¼ 1

ri:Hj j � rj:H
�� �� X

h∈ri:H;h0∈rj:H

simn ri:h; rj:h
0� �
;

where |r.H| still denotes the number of hyper-edges in-
volving r. It is worth noting that the neighborhood of
reference r contains r. Thus, if two references ri and rj
do not share any common neighbor, their neighborhood
similarity simn(ri, rj) is equal to their personal identity at-
tribute similarity simp(ri, rj). In other words, two refer-
ences having the same/similar neighbors can be regarded
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as evidence to support that they are more likely to be co-
referent, whereas two references not sharing a common
neighbor will not be treated as evidence of them not being
co-referent.

Besides, we can define a negative constraint based on
social relationship, i.e., two references that co-occur in
the same hyper-edge cannot refer to the same individual.
It is unlikely that one real-world individual can assume
two different identities in one unique incident.
Aggregated similarity score
For a pair of references ri and rj, we have defined three
scores that measure their similarity based on personal
identity, social behavior and social relationship attri-
butes. In order to take into account different attributes
for identity resolution, we need to aggregate these simi-
larity scores to an overall score.

Here we use a weighted average method to computing
the overall similarity. It is worth noting that, before be-
ing combined, similarity scores should be normalized to
the same scale, e.g., in the range of [0, 1]. Thus, the
overall similarity score between two references ri and rj
is a weighted average of all similarity scores: i.e., per-
sonal identity similarity, social behavior similarity, and
social neighborhood similarity:

AVG ri; rj
� � ¼ α� simp ri; rj

� �þ β� simb ri; rj
� �

þ 1−α−βð Þ � simn ri; rj
� �

where weights 0 ≤ α, β ≤ α + β ≤ 1 and they can be ad-
justed to control the importance of the three similarity
scores.

If α = 1, then only personal identity similarity is con-
sidered and AVG(ri, rj) is simply sima(ri, rj). We repre-
sent this as simA(ri, rj).

If α, β >0 and α + β = 1, then AVG (ri, rj) is the average
of personal identity similarity and social behavior simi-
larity whereas social neighborhood similarity is not con-
sidered. We represent this as simB(ri, rj).

If 0 < α, β ≤ α + β < 1, then all three similarity scores
are considered in the average score. We represent this as
simR(ri, rj).
Fig. 2 Pseudo-code of pairwise comparison
Matching algorithms
Given a collection of references and similarity measures
defined above, we still design an algorithmic process to
traverse and compare all identity pairs and eventually re-
veal all underlying individuals. Here, we describe three
matching algorithms in existing resolution techniques,
namely pairwise comparison, transitive closure, and col-
lective clustering.
Pairwise comparison
Pair-wise comparison is a basic and simple procedure
for entity resolution. For each pair of references ri and rj,
we can compute the similarity score using one of the
aforementioned functions. If the similarity score sim(ri, rj)
is greater than a predefined threshold θ, we conclude that
ri and rj are co-referent. Figure 2 shows the pseudo-code of
this algorithm:
Transitive closure
The outcome of pairwise comparison only tells whether
each reference pair matches or not. Technically, this still
has not yet uncovered the underlying individuals in the
reference collection. Consider a simple example where
references ri and rj are a match, rj and rk are also a
match, while ri and rk are determined to be a non-
match. In this case, the pair-wise comparison may pro-
duce conflicting resolution outcomes. Hence, to uncover
the underlying individuals, an extra step is to use transi-
tive closure and merge all related matching results. In
the previous example, even though ri and rk are not suf-
ficiently similar, we still consider them as a co-referent
pair because ri matches rj and rj matches rk. This process
should be performed iteratively until all transitive clo-
sures are reached. Finally, each transitive closure is con-
sidered as a distinct individual. Given the output from
pairwise comparison, computing transitive closures is
straightforward and efficient. However, it is worth noting
that such a merging process lowers the threshold of the
matching criteria. As a result, it tends to reduce false
negatives but introduce more false positives. Figure 3
shows the pseudo-code of this algorithm. Specifically, at
Step 4, the results of pairwise comparison in 3.3.1 is
used to judge if two references r and r' match. This
process does require recalculating any similarity scores.
The minimum distance between references from two
clusters is simply considered as the distance between the
two clusters. In this sense, this algorithm is a single-
linkage or nearest neighbor clustering method.
Collective clustering
Collective clustering is a different matching technique
for identity resolution [8]. It adopts a greedy agglomera-
tive clustering algorithm to find the most similar refer-
ences (or clusters) and merge them. There are some
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fundamental differences between this algorithm with the
two introduced above.

Collective clustering does requires defining a similarity
function on clusters of references. Each cluster formed is
considered the same real-world individual. Unlike transi-
tive closure that uses single-linkage clustering, collective
clustering uses an average linkage approach instead. It
defines the similarity between two clusters ci and cj as
the average similarity between each reference in ci and
each reference in cj:

sim ci;cj
� � ¼ 1

ci:Rj j � cj:R
�� �� X

r∈cj:R;r0∈cj:R

sim cj:r; cj:r
0� �
;

where |c.R| represents the number of references in
cluster c.

Figure 4 shows the pseudo-code of this algorithm. Like
transitive closure, collective clustering begins with
assigning each reference to a different cluster. Iteratively,
this algorithm computes the between-cluster similarity
and merges the most similar pair of clusters until the
similarity drops below the predefined threshold. As clus-
ters merge, one cluster can contain multiple references
that are determined to be co-referent. A critical step in
this algorithm is that, every time two clusters are
merged, all similarity scores that involve references from
the merged clusters must be recomputed. Specifically,
the merging of two clusters ci and cj into one, which
could change the linkage structures in the graph, should
be regarded as new evidence for computing the similar-
ity between other references that co-occur with those in
ci and cj. Such an iterative computational procedure,
which takes into account resolution decisions on all
nodes in the graph jointly, makes this clustering algo-
rithm collective and distinguishes it with the other pair-
wise comparison based algorithms.
Fig. 4 Pseudo-code of collective clustering
Complexity analysis
For a collection of n references, a complete pairwise
comparison approach considers all possible reference
pairs as potential candidates for merging. Such a process
has a complexity of O(n2). The collective clustering algo-
rithm involves an iterative procedure of recalculating
cluster similarities and therefore requires even more
computation. Apart from the scaling issue, in reality
most pairs will be rejected while often times only less
than 1 % of pairs are real matches. Hence, certain block-
ing steps should be incorporated and performed before
matching so as to screen out highly unlikely candidate
pairs for matching. There are various blocking tech-
niques but they often employ one simple and computa-
tionally cheap function to group references into a
number of buckets. Buckets can overlap so one refer-
ence can belong to multiple buckets. Only reference
pairs within the same bucket should be considered can-
didate pairs for comparing and merging, whereas a pair
of references from two different buckets is not consid-
ered as candidate for further comparison. For collective
clustering, two clusters must have all of their references
belonging to the same bucket to make them a candidate
pair to be compared and possibly merged. Furthermore,
in the agglomerative clustering process, it is not neces-
sary to recalculate the similarity scores for every cluster
pair. Only those involving references from the merged
clusters need to be recomputed. We have implemented
these aforementioned strategies for reducing complexity
in our evaluation. More strategies for reducing the com-
plexity of collective clustering can be found in [8].

Comparative evaluation
In this study, we conducted a comparative evaluation of
identity resolution techniques based on different identity
attributes and matching algorithms. We describe our ex-
periments and discuss our findings in this section.

Datasets
Our evaluation used both a computer-generated syn-
thetic dataset and a real-world dataset. The synthetic
dataset was used to conduct a more comprehensive em-
pirical evaluation on the proposed framework. The real-
world dataset was used to test the usefulness and reli-
ability of the proposed framework in a real setting.

A synthetic dataset
Synthetic data allows us to embed ground truth in the
data generated for algorithm testing. Here, we adopted a
two-staged data generation method, as described in
Fig. 5.

In the creation stage the algorithm first creates N en-
tities with a node attribute x, a hyper-edge attribute y,
and a participating attribute z. We differentiate these



Fig. 5 Pseudo-code of synthetic data generation
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three attributes because personal identity attributes (x)
can be easily modified or falsified whereas social behav-
ior attributes (y and z) tend to be more consistent and
less likely to change significantly over time. Next, we
create M linkages among these N entities to represent
their underlying social relationships. When we create
these links, two entities with similar social behavior at-
tribute y, are more likely to be connected to each other

with a probability of Pb ei; ej
� � ¼ P

ei:y−ej:yj j
b ; i.e., two indi-

viduals with similar interests or behavioral patterns are
more likely to be related. In the generation stage, we cre-
ated R hyper-edges that included a set of related entities.
An entity may join a hyper-edge of its neighbor with a
probability of Pc. Whenever an entity is to join a hyper-
edge, we either choose an existing reference of this en-
tity with a probability Pa or create a new reference with
its attribute x value following a Gaussian distribution of
N(e.x, 1). Each reference r joins at least one hyper-edge.
Each hyper-edge is also assigned an attribute y, which is
equal to the average of all participating entities’ behavior
attribute y. This is to assure the hyper-edge’s attribute
value not quite distant from the participating entities’.
Similarly, for each participating reference r in h, we as-
sign its participating attribute as the average of the
underlying entity’s attribute r.e.z and the hyper-edge’s at-
tribute h.y.

It is worth noting that this synthetic data generator is
based on a method used in [8] but has two major differ-
ences. First, for each entity, we define a separate attri-
bute y to represent one’s behavior characteristics that
can be reflected and observed in its involved hyper-
edges. Second, our synthetic data allow a reference to
join more than one hyper-edge, while in [8] each refer-
ence only joins a single hyper-edge. This is more realistic
in real-world identity management scenarios and re-
quires more cost in computing similarities between
references.

In our experiments, we chose the following parameter
values for generating the synthetic data: N = 50, M = 100,
L = 200, Pa = 0.8, Pb = 0.9, Pc = 0.6, and the value ranges
of attributes x, y and z were set to [0, 100). With such
parameter settings, we generated 50 sets of synthetic
data and compared different resolution approaches.
Since we limit the attribute values to be a number be-
tween 0 and 100 instead of actual identity attribute
values (e.g., DOB, name), we simplified the similarity cal-
culation introduced in Section “Identity attributes” as
follows:

The similarity between two hyper-edges is defined as:

sim hi; hj
� � ¼ hi:y−hj:y

�� ��
range yð Þ

The similarity between two participations of references
in hyper-edges is defined as:

sim ri:h; rj:h
0� � ¼ ri:h:z−rj:h0:z

�� ��
range zð Þ

A real dataset
Ideally, to empirically evaluate and compare these iden-
tity resolution techniques, we need a real-world dataset
in which duplicate identity records exist. In previous lit-
erature of entity resolution, many researchers have used
citation data as test bed [8]. In order to better differenti-
ate the three types of identity attributes, in this study we
chose to use a dataset manually extracted from a set of
public web pages and news stories related to terrorism
and subjectively linked entities mentioned in the articles.
These pages and articles were mostly hosted by web sites
of governments and news organizations. This data set was
originally collected and annotated by Kubica et al. [41]. It
has been used in several studies for testing link analysis
and alias detection [35, 42]. In total, this dataset consists
of 4088 entity names. Among them, there are 164 names
of terrorists. These 164 names have been manually
reviewed and recognized as co-references of 20 unique in-
dividuals including well-known names such as Osama Bin
Laden and Abdel Muaz. For instance, there are 12 differ-
ent names and references for Osama Bin Laden. In
addition, this dataset also consists of 5581 links among
these 4088 names, representing their co-occurrence rela-
tionships in articles.



Table 2 Possible outcomes of matching decisions

Decision

Reality Match Non-match

Match True positive (TP) False negative (FN)
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The terrorist names are only a small subset of the en-
tire set of 4088 names. For each terrorist name, we re-
gard all its associated non-terrorist names as its social
behavior attributes and all its linked terrorist names as
its social relationship attributes.
Non-match False positive (FP) True negative (TN)
Experimental design
n the experiments, we compared different identity reso-
lution techniques in our framework. For identity attri-
butes, we considered the following three sets, which
cumulatively added one type of attributes on top of
existing ones:

� personal identity attributes alone;
� personal identity + social behavior attributes; and
� personal identity + social behavior + social

relationship attributes

For each attribute set, we conducted identity reso-
lution using one of the three matching algorithms: pair-
wise comparison, transitive closure, and collective clus-
tering. Since the collective clustering algorithm involves
social linkages between individuals, our implementation
of this algorithm captures all three types of attributes.
Table 1 lists seven combinations of identity attributes
and matching algorithms that correspond to seven
identity resolution approaches we tested in our com-
parative experiments. Each technique is given an
acronym as shown.

We evaluated the performance of each identity
resolution approach by checking the correctness of
the matching decisions for each reference pair. We
followed most identity resolution studies and chose
precision, recall and F-measure as our evaluation
metrics [8]. As illustrated in Table 2, each matching
decision on a pair of references is either a “match”
(positive) or a “non-match” (negative). A decision can
be either true or false.

Based on the decision outcomes, precision, recall, and
F-measure are defined as follows:
Table 1 Experiment design: identity attributes vs. matching
algorithms

Attributes

Algorithms Personal
Identity

Personal Identity Personal Identity

+ Social Behavior + Social Behavior

+ Social Relationship

Pair-wise Comparison A B R

Transitive Closure A* B* R*

Collective Resolution – – CR
precision ¼ TP
TP þ FP

recall ¼ TP
TP þ FN

F−measure ¼ 2 � precision � recall
precisionþ recall

Results and discussion
Results for synthetic data
In our experiment on the synthetic dataset, we used the
weighted average approach to aggregate all similarity
scores. We experimented with different parameter set-
tings so as to have a more comprehensive comparison of
different identity resolution techniques. We also experi-
mented with different weight parameter values for α
(0.0 ~ 1.0) and β (0.0 ~ 0.5). Table 3 summarizes the best
performance for each of the seven resolution techniques.
Solely using personal identity attributes (represented by
x in our synthetic data), method A tends to have high re-
call (92.62 %) but very low precision (9.43 %). If two
identity references have very similar personal identity at-
tributes, A tends to consider them co-referent. Method
B takes into account social behavior attributes repre-
sented by y and z in our synthetic data. It achieved sig-
nificantly higher precision (85.66 %) at the cost of lower
recall (37.71 %) but higher F-measure (44.37 %) than A.
Furthermore, method R added social relationship attri-
butes and achieved better performance than B in terms
of recall (37.87 %) and F-measure (50.41 %). The three
methods using transitive closures (A*, B*, R*) did not
seem to give significantly better results than their corre-
sponding pairwise comparison methods. Notably, the
collective resolution algorithm CR achieved the highest
Table 3 Peformance of identity resolution for synthetic data

Method α β 1-α-β Precision Recall F-measure

A 1.0 0.0 0.0 9.43 % 92.62 % 16.97 %

A* 1.0 0.0 0.0 7.72 % 94.27 % 14.16 %

B 0.7 0.3 0.0 85.66 % 30.71 % 44.37 %

B* 0.7 0.3 0.0 85.02 % 31.21 % 44.71 %

R 0.5 0.25 0.25 79.22 % 37.87 % 50.41 %

R* 0.5 0.25 0.25 77.11 % 38.64 % 50.44 %

CR 0.5 0.25 0.25 87.95 % 44.15 % 58.17 %
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precision (87.95 %) and the highest F-measure (58.17 %),
which were both significantly higher than those of the
other six methods. Therefore, our experiments on the
synthetic data demonstrated that, by considering all
three types of identity attributes and matching refer-
ences in a collective and iterative manner, CR is a more
effective method for identity resolution.

Results for real-world data
In the empirical evaluation on the real-world dataset, we
also experimented with aggregated similarity scores
under different parameter settings so as to have a more
comprehensive comparison of the identity resolution
techniques. Specifically, we compared different weight
values for α (0.0 ~ 1.0) and β (0.0 ~ 0.5). Table 4
shows the best performance of the identity resolution
techniques achieved and their corresponding param-
eter settings.

Table 4 summaries the performance of identity reso-
lution methods using weighted average scores. When
α = 0.6, β = 0.0 and 1-α-β = 0.4, the collective clustering
resolution (CR) achieved the highest precision (99.34 %),
recall (54.30 %), and F-measures (70.22 %).

Discussion
Our experiment results for the synthetic data show that,
with the same matching algorithm, using personal iden-
tity attributes alone may achieve higher recall but at the
cost of low precision and F-measure. As social behavior
attributes being taken into account, we observed a sig-
nificant boost in both precision and F-measure. This
shows that social behavior attributes do contribute to
the performance improvement of identity resolution by
reducing false positives. Furthermore, when social rela-
tionship attributes were also considered, there were
some minor drops in precision but with generally higher
F-measure. As confirmed by results for both synthetic
and real data, the approaches using all three types of
identity attributes (R, R* and CR) outperformed its base-
lines in terms of F-measure. In particular, the collective
clustering algorithm (CR), which not only considers
all types of personal and social attributes but makes
Table 4 Peformance of identity resolution for real-world data

Method α β 1-α-β Precision Recall F-measure

A 1.0 0.0 0.0 48.59 % 18.50 % 26.79 %

A* 1.0 0.0 0.0 48.59 % 18.50 % 26.79 %

B 0.9 0.1 0.0 57.98 % 16.47 % 25.65 %

B* 0.9 0.1 0.0 57.98 % 16.47 % 25.65 %

R 0.1 0.0 0.9 97.29 % 38.54 % 55.21 %

R* 0.1 0.0 0.9 97.29 % 38.54 % 55.21 %

CR 0.6 0.0 0.4 99.34 % 54.30 % 70.22 %
matching decisions on identities in a collective fashion,
was demonstrated to be the optimal methods that out-
perform all others.

Notably, the optimal parameter values (i.e., α and β)
varied in our experiments across the two datasets and
different algorithms. In general, α was greater than β, in-
dicating personal identity attributes being more import-
ant than social relationship attributes. Particularly for
the real-world dataset, β values were very small for algo-
rithms B and B* and zero for R, R*, and CR. The results
show that social behavior attributes did not help much
in finding matching terrorists. In our study, we consid-
ered a terrorist’s associated non-terrorist names as
his/her social behavior attributes. The low β values
may be caused by the nature of terrorist incidents,
which each time involve different non-terrorist people
such as victims. The weight for social relationship attri-
butes, 1-α -β, was high in R, R*, and CR, which showed the
important of social relationship attributes in finding match-
ing terrorists.

Conclusions and future directions
In this paper we introduced a framework of identity
resolution techniques that utilizes different identity at-
tributes and matching algorithms. Guided by existing
identity theories, we defined and examined three types
of identity cues, namely personal identity attributes,
social behavior attributes, and social relationship attri-
butes, for identity resolution. We also evaluated three
matching algorithms: pair-wise comparison, transitive
closure, and collective clustering. Our experimental
results showed that both social behavior and relation-
ship attributes improved the performance of identity
resolution as compared to using personal identity at-
tributes alone. In particular, the collective identity
resolution algorithm, which considers all three types
of identity attributes in a collective clustering process,
was shown to achieve the best performance among all
approaches.

Since this study mainly focuses on comparing the
three types of identity attributes with three identity reso-
lution algorithms. These three algorithms are all
similarity-based unsupervised learning methods. In our
future research, we plan to compare them with other
existing identity resolution algorithms (e.g., supervised
learning algorithms). Another limitation of this study
is the type and size of datasets employed in experi-
ments. To validate, improve, and operationalize these
identity resolution techniques, we plan to test them
on real-world identity datasets with larger scales and
more attributes. Furthermore, another direction of
our future research is to further optimize the com-
plexity of identity matching algorithms for more effi-
cient processing.
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